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Exploiting Pairwise Mutual Information for
Knowledge-Grounded Dialogue

Bo Zhang *“, Jian Wang

Abstract—External document knowledge is helpful for dia-
logue systems to generate high-quality responses. Although several
knowledge-grounded dialogue models have been designed, external
knowledge cannot be comprehensively exploited due to the complex
relationships among dialogue context, knowledge, and responses.
To this end, we propose a novel transformer-based model, named
TransIKG, which incorporates external document knowledge for
dialogue generation. TransIKG comprises a two-step integration
mechanism, including correlation integration and overall integra-
tion. Correlation integration is designed to fully exploit the pair-
wise mutual information among dialogue context, knowledge, and
responses, while overall integration adopts an integration gate to
capture global information. Furthermore, we utilize the positional
information of dialogue turns to better represent the dialogue
context and enhance the generalization ability of our model on
out-of-domain documents. Finally, we propose a novel knowledge-
aware pointer network to generate knowledge-enhanced response
tokens. Experimental results on two benchmark datasets demon-
strate that our model outperforms state-of-the-art models on both
open-domain and domain-specific dialogues.

Index Terms—Dialogue position, discourse, knowledge-
grounded dialogue, language generation, pairwise mutual
information.

1. INTRODUCTION

ITH the rapid development of end-to-end models,
W generation-based dialogue systems have received a great
deal of attention from researchers [1], [2]. A key element for
building a compelling dialogue system is the ability to generate
fluent, logical and diverse responses based on dialogue con-
texts [3]. However, context-based end-to-end dialogue models
suffer from generating short, generic, or repetitive responses [4].
One of the main reasons is that, unlike human-to-human di-
alogue, human-machine dialogue is often limited by external
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information outside the dialogue. Therefore, it is crucial to take
full advantage of external knowledge information in developing
effective dialogue models.

Inrecent years, several knowledge-grounded dialogue models
have been proposed based on structured knowledge [5], [6] and
unstructured knowledge [7]-[9]. Since abundant unstructured
web documents contain rich and diverse information, recent
studies have focused on incorporating document-based knowl-
edge into dialogue systems [10]-[16]. Although the performance
of dialogue systems is much improved, there are still some
unresolved challenges.

The first challenge is the underconsidered complex relation-
ships among context, knowledge, and responses. The complex
relationships pertain to many topics, such as how to select
knowledge based on dialogue context, how to generate responses
based on dialogue context and knowledge, how to select new
knowledge based on previously generated response information,
and so on. In general, they consist of a mutual relationship
between two of the three and the overall relationship of the
three, which are defined as pairwise mutual information' in
this paper. Previous models have mostly focused on choosing
a single notion of gold knowledge [13]-[15], which focuses
more on the relationship between context and knowledge and
neglects the wealth of document-based knowledge information.
To better integrate external knowledge, several dialogue models
have sought to integrate multiple knowledge aspects for gen-
erating high-quality responses [10], [16]. Although previous
works considered complex relationships more or less, how to
fully use these relationships remains unsolved. We provide an
example of a knowledge-grounded conversation in Fig. 1 to
further explain this challenge. Fig. 1 illustrates that at the last
turn of this conversation, the chatbot generated an utterance
“Studies suggest that all forms of walking have health benefits,
and hiking is included” . Although the first half of this utterance is
knowledge-grounded, the second half ignores the dialogue con-
text. Therefore, the relationship between knowledge, response,
and context should be better modeled to generate a preferable
response, such as “..., and hiking is a good way to improve your
health conditions”.

The second challenge is that the attention of different di-
alogue turns is equally treated by most existing models. On
the Continuous Incrementality view, messages can be contin-
ually prepared and updated in a human-to-human dialogue [17].

!Note that pairwise mutual information is different from the common notion
of mutual information in information theory.
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Knowledge:

* In New Zealand a long, vigorous walk or hike is called tramping.

« ltis a popular activity with numerous worldwide, and studies suggest that all
forms of walking have health benefits.

« Like brisk walking, hikil i I 3
particularly if your route includes some hills, which will force your heart to work
harder.

I love to go hiking. Do you hike?

| enjoy hiking for health benefits, but L

o\

-

(

O
el

nothing hard core.

| just hike because | enjoy it. What
are the health benefits?

N,

and
hiking is included.

and hiking is a good way to
improve your cardiovascular fitness.

Fig. 1. Example of a knowledge-grounded conversation modified from the
Wizard of Wikipedia dataset. The robot interacts with the person through the
given document knowledge.

5o

Therefore, interlocutors are mainly concerned with more recent
utterances by others and partly omit other distant historical
utterances, which can be regarded as information about the
attention of different dialogue turns. Most early works have
treated different dialogue turns in building dialogue generation
models equally, which neglect the positional information of
dialogue turns. Although recent models, such as the hierarchical
recurrent encoder-decoder [18] and the incremental transformer
encoder [10], have considered the positional information of the
dialogue turns and achieved better performance, the gap between
the relevant information and the point where it is needed has
become larger due to their hierarchical architectures, which may
exacerbate the problem of long-term dependencies [19]. Most
importantly, none of them explicitly models the attention of
different dialogue turns.

To tackle these two challenges, we propose a novel and effec-
tive Transformer-based architecture to Incorporate Knowledge
for dialogue Generation, named TransIKG. First, for the
initial challenge, a two-step integration mechanism is used in
TransIKG to enhance the integration among context, knowledge,
and responses. The first step, correlation integration, integrates
the response at each decoding step with the fused context-
knowledge through an integration gate. This allows TransIKG
to use pairwise mutual information and keeps the response more
relevant to the knowledge and context. The second step, overall
integration, integrates the attentive context, attentive knowledge,
and correlative response to predict response representation.
This allows TransIKG to capture global information and utilize
mutual information adequately. Second, for the next challenge,
we introduce dialogue position, comprising dialogue position
embedding (DPE) and dialogue position attention (DPA), to
utilize the positional information of dialogue turns. Dialogue
position embedding is used as an additional feature to represent
the difference of different positions, and dialogue position at-
tention is devised to represent the attention of different positions
automatically. Finally, to further utilize knowledge, we leverage
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a novel pointer network upon multihead attention, which
integrates transformer [2] and pointer generator networks [20].
The pointer network containing two pointers increases the
probability of generating tokens from context and knowledge,
which can be leveraged to further improve response quality.
The proposed model performs extensive evaluations on
two document-grounded conversations datasets, i.e., an open-
domain Wizard of Wikipedia dataset [7] and a domain-specific
Holl-E dataset [8]. Experimental results demonstrate that (1)
our proposed TransIKG model achieves comparable results to
the strong baseline MIKe [15] with a restricted number of
parameters (26 M vs. 245 M) on the Wizard of Wikipedia dataset;
(2) TransIK G pretrained on an additional corpus outperforms the
state-of-the-art methods on both datasets.
Our main contributions are summarized below:
® We propose a novel architecture, TransIKG, which em-
ploys a two-step integration mechanism to incorporate
knowledge for dialogue generation.
® We introduce the dialogue position to utilize the positional
information of dialogue turns.
® The effectiveness of TransIKG is empirically validated on
two benchmarks.

II. RELATED WORK

We discuss two categories of related work: knowledge-
grounded dialogue and multiturn dialogue modeling.

A. Knowledge-Grounded Dialogue

Knowledge-grounded dialogue in generative dialogue con-
sists mainly of structured knowledge [21]-[23] and unstructured
knowledge [7], [10], [12], [12], [14], [16], [24], [25]. The most
relevant work to ours is the generative dialogue that incorporates
unstructured knowledge such as documents. Dinan et al. [7]
combine memory network architectures [26] to select knowl-
edge and transformer architectures to generate responses. Based
on this work, several works pay more attention to knowledge
selection, such as using both prior and posterior distributions
over knowledge [14] or introducing an unsupervised learning
scheme [24]. Several other works focus on the integration of
knowledge. Li et al. [10] designed a two-pass transformer de-
coder to improve context coherence and knowledge correctness.
Zhao et al. [12] take into account the mutual information of
responses with context and knowledge through a disentangled
decoder. Lin et al. [16] incorporate appropriate knowledge by us-
ing a recurrent knowledge interaction among response decoding
steps, which considers the mutual information between response
and knowledge. However, these methods fail to fully use the
pairwise mutual information and the overall information among
context, knowledge, and responses. We provide a two-step inte-
gration decoder that sufficiently incorporates knowledge using
pairwise mutual information and overall information.

B. Multi-Turn Dialogue Modeling

Existing work on the modeling of multi-turn dialogue turns
can be categorized into two groups: flat concatenation and
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Fig. 2. Overview of the proposed architecture TransIKG.
hierarchical architectures. Methods in the first group, such as  where y; is the ¢-th token of the response; y<: = {y1, ..., ¥t—1}-

DialoGPT [27], concatenate the dialogue history as an input
sequence. But these methods do not capture the positional
information of the dialogue turns. Although DialoFlow [28§]
model the dynamic information flow across dialogue utterances,
it does not model the attention of different dialogue positions
explicitly. Methods in the second group commonly consider the
positional information. Serban et al. [18] extend the hierarchical
recurrent encoder-decoder architecture to the dialogue domain.
Li et al. [10] then employ an incremental transformer encoder to
encode multi-turn context incrementally. However, these models
may exacerbate the problem of long-term dependencies. Our
proposed Dialogue Position is inspired by both of these groups.
Like the positional information of tokens in Transformer, we use
an embedding to represent the positional information of dialogue
turns and design a function to represent the attention of different
positions.

III. APPROACH
A. Task Statement and Model Overview

Formally, given training data D = (X, K,y), where X =
(@115 Ti g, ., T pe, ) is a dialogue context with x; ; being
the j-th token of the i-th turn, K' = (k1 1, . .., kj» ,,» ) represents
a set of knowledge related to X containing [* documents that
have at most n* tokens, and y is the response regarding X and K.
The training goal is to learn a generation model P(y| X, K;0),
where 6 denotes the model parameters, and the maximizing

probability can be computed as:

>

(X,K,y)eD

1 1
—PyX,K:0)= > —
D) 1D

K,y)eD
1V

[T Pl K,yi;6) (1)

t=1

As illustrated in Fig. 2, the model TransIKG is based on the end-
to-end model transformer. The major difference lies in the con-
struction of (1) the context encoder that summarizes utterances
with dialogue position embedding as contextual representations;
(2) the integration decoder that employs a two-step integration
mechanism; (3) dialogue position attention that is used in context
attention to consider the attention of different positions; and (4)
the knowledge-aware pointer network that can generate tokens
from context, knowledge, and vocabulary.

B. Encoder

1) Context Encoder: Given a dialogue context X =
(371,1, .. - Zle e, ), the context encoder encodes all ut-
terances into hidden representation H¥ € RV"*? where N* =
Zi; n? and d is the dimension of the vector. The input of the

context encoder (I¥) is a sequence of embeddings.

X _ x
I = ef,; + PEY; + DPE,

sy Lj gy

PE}; = Embedding(i * nj. + j)
DPE; = Embedding(1® — i) 2

where €7 ; is the word embedding of z; ;, the token position
embedding is represented as PE};, and DPE; denotes the
dialogue position embedding of z; .. The embedding weights
of both PE and DPE are learnable. Then, IX is fed into a
transformer encoder (7'E) to represent the context as a sequence

of hidden vectors by
HY = TEX (1Y) 3)

Then, HX is converted to a context vector (h® € R%) by
summing the representations at each token position and then
normalized by context length.

> HY
h* =
Nz

“
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2) Knowledge Encoder: Unlike the context encoder, when
given a set of documents K, the input of the knowledge encoder
is one document at a time.

I, =e}; + PE} (5)
where i = 1,...,1*, e* is the same word embedding as e® and
PE¥ is also the same as PE*.

Similarly, the knowledge encoder exploits T'E' to represent
documents as a sequence of hidden vectors HX € RV"*d and
a document vector h* € R >4, where N* = [¥ . n¥. Note that
there is sharing of parameters between the context encoder and
the knowledge encoder, and D PF is not used in the knowledge
encoder.

C. Integration Decoder

When given the first £ — 1 tokens in the response ¥y, . . ., ¥¢—1,
the integration decoder incorporates the context and knowledge
into the response through the two-step integration mechanism.
The purpose is to predict the representation of the ¢-th token and
transmit it to the pointer network, mentioned in the following
sections, for generating the ¢-th token.

1) Correlation Integration: Correlation integration is the
first step of integration, aiming to exploit the pairwise mutual
information among context, knowledge, and responses. First,
correlation integration uses additive attention [29] to detect the
distribution of knowledge () that highly coincides with the dia-
logue context and combines context with context-related knowl-
edge to obtain their comprehensive representation (c®* € R?)
by

™ = MLP | |h";> a;hf

Q; =1 fa(h$7hf))
fa(0™,1f) = v p(Wih® + W{ hY) + b,) (6)

where M LP(-) is a 2-layer multilayer perceptron activated by
gelu activation [30], n denotes softmax activation, and ¢ is
tanh activation. v, W¥, Wg, and b, are trainable parameters.
Second, motivated by GRU [31], the integration gate (z) is de-
signed to integrate the context and knowledge with the response.
When the integration gate is close to 0, the fused representation
(c¥ € R(-1*dy is forced to ignore the context-knowledge rep-
resentation (¢**), which means they are more irrelevant. This
effectively enables the response at different decoding times
to merge different levels of knowledge and context based on
relevance. Finally, self-attention [2] is applied to capture the
relationships between the fused representation to gain the cor-
relative response (s?) by

s =tMA(cY,c¥,cY)
— ok xk.
cf = MLP([zj"c""; 1)

xk xk xk, 7 xk
zj" = o(WZ"[c ,Ié—’]—l—bz) @)
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Fig. 3. Dialogue Position Attention with [* as 8. The values of horizontal
coordinates are given by = [ —i and the values of the vertical coordinates
represent the attention weight of the ¢-th utterance.

where M A(-) signifies multihead attention with residual con-
nection and layer normalization, IY is the representation of the
response similar to I, and o is a logistic sigmoid function.

2) Overall Integration: Overall integration is the second step
of integration, which aims to exploit general information. To en-
hance the decoder’s understanding of context and knowledge, s¥
is utilized to compute attention with context (s*) and knowledge
(s*), respectively.

st = MA(sV, HE HE)
s = MA(sY, (d° 4+ d°) @ HY ,HY)

d® = p(W4HY +by) ®)
s, 1 . AT =) 317+ 2
d;, = g(COS(W (I —1) o T ) ) ©)

where d® € R™V" stands for the static part of dialogue posi-
tion attention, as shown in Fig. 3, more details of which can
be found in Section III-F. d® is the dynamic bias of DPA.
¥(x) = min(0.5, max(—0.5,z)) is a HardTanh function. ®
denotes the face-splitting product.? Then, analogous to correla-
tion integration, the predicted representation (o¥) is obtained by
employing the integration gate to integrate the attentive context,
the attentive knowledge, and the correlative response by

= MLP([z}s";z}s";s])

o j

Do S

z; = o(Wi[s*;s)] +b7) (10)

where * is denoted as @ or *.

D. Knowledge-Aware Pointer Network

The knowledge-aware pointer network in TransIKG is a
pointer network based on multihead attention that exploits
tokens copied from context and knowledge to improve the
probability of generating corresponding tokens. Since there are

2The alternative concept of the matrix product, which uses rowwise splitting
of matrices with a given quantity of rows, is also known as the transposed
Khatri-Rao product.
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multiple attention weights in the multihead attention, the final
attention weights (4% and /3*) can both be calculated by

B =n(s"W3') - fa(s”, H")

where fg means a function of obtaining multiple attentions in
the multihead attention. W5 € R™" ¥, where n/" is the number
of heads.

1) Context Tokens: [* from the last layer of the decoder can
be directly regarded as the probability distribution of tokens
copied from context, that is, p® = % € RN",

2) Knowledge Tokens: The distribution of knowledge that
highly coincides with the context serves as a global distribution
over all decoding steps. ¥ from the last layer of the decoder
is considered a local distribution at the current decoding step.
Therefore, the distribution of tokens copied from knowledge is
obtained by

(11)

pi=a B (1=2)

A =0o(W;s" +b,) (12)
where j = [i < I¥], pF € RN".

3) Vocabulary Tokens: The predicted representation from
the integration decoder is used to generate a token from the
vocabulary. The generation probability (p¥) is defined by

p¥ =n(W,0Y) (13)
where the weight of W, comes from the word embedding.
Then, the final probability to predict can be formulated as

P(y| X, K, y<t) = v [p’; p"; p"]

v =n(W,o +b,) € R? (14)

E. Training Detail

1) Regularization: In addition to the dropout used as in [2],
it is also used after attention softmax. Moreover, label smooth-
ing [32] is used in training.

2) Loss Function.: The main training objective is to mini-
mize the negative log-likelihood between the real response and
the predicted response. In addition, knowledge loss [7] as an
auxiliary loss is used to make the knowledge distribution ov more
closely resemble the gold knowledge distribution (a?). Thus,
TransIKG can be trained by minimizing the total objective:

L=- logP(y|X.K,yc;) = > ailoga (15
t 7

F. Dialogue Position Attention

According to the Continuous Incrementality view [17], in
a long conversation, the respondent is mainly concerned with
words spoken by the questioner and words spoken more recently.
Therefore, we utilize linear decay to represent the decrease in
attention over time and represent the difference between the
responder and the questioner by initializing different attention
weights. An explicit formula for the function that fits the above

2235
scenario can be written as
1 e
——mn+1, ifniseven
2m
f(n) =
L + 5 if n is odd
- —, ifni
2mn 1 SO
1 4
== (coswn — —n+ 7) (16)
8 m

where m is the maximum number of dialogue turns, n denotes
the n-th closest to the present turns, and 0 < n < m. Suppose m
is even; then, the function for different m values is normalized
by

m

D (@) + k) =m (17)
i=0
where k is a constant related to m, and we obtain
3m+2
k= —m— 18
8(m+1) (18)
Thus,
1 4 3 2
d°=—-(cosmn— —n+7+ m (19)
8 m m+1
IV. EXPERIMENTS
A. Dataset

We mainly evaluate our model on the open domain Wizard of
Wikipedia dataset [7] to primarily verify its ability to incorporate
knowledge. In addition, the specific domain Holl-E dataset [8]
is used to primarily evaluate the ability to select knowledge.

Wizard of Wikipedia consists of open-domain conversations
based on document knowledge retrieved from Wikipedia. Two
participants engaged in chit-chat, the one as a wizard who
could acquire knowledge sentences about a specific topic from
Wikipedia and the other as an apprentice who was eager to
discuss the topic in-depth with the wizard but could not gain
external knowledge. It contains 18,430 dialogues for training,
1,948 dialogues for validation and 1,933 dialogues for testing.
The test set is split into two categories: Test Seen and Test
Unseen. Test Seen with 965 dialogues contains 533 overlapping
topics with the training set. Test Unseen with 968 dialogues
consists of 58 topics previously unseen in training or validation.

Holl-E contains movie conversations wherein each response
is explicitly generated by copying or modifying sentences from
external background knowledge. We use the version released
by [14], which is suitable for knowledge selection. It contains
7,228 dialogues for training, 930 dialogues for validation, and
913 dialogues for testing. Similarly, two subsets of the test set
are available: one with a single golden reference and the other
with multiple golden references. Each dialogue turn has at least
one golden reference, and multiple golden references are given
in 4318 dialogue turns in total.
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B. Baselines

The following models are employed as baselines for compar-
ison with TransIKG:

® Seq2Seq [1] is a simple encoder-decoder model based on
an RNN without access to external knowledge.

e Transformer [2] implements the state-of-the-art encoder-
decoder framework based on multihead attention without
access to external knowledge.

e TMemNet [7] is a knowledge-grounded generation model
that uses a transformer memory network for knowledge se-
lection and a transformer decoder for utterance prediction
in an end-to-end manner.

e BART [33] is a pretrained sequence-to-sequence model
widely used in natural language generation. The dialogue
context and all knowledge are concatenated as input and
fed into BART to generate responses.

e SKT [14] leverages a sequential latent variable model for
knowledge selection. It uses BERT [34] to encode context
and knowledge and generates responses through a copying
mechanism.

e DukeNet [24] explicitly models knowledge tracking and
knowledge shifting as dual tasks to promote knowl-
edge selection. It has an encoder and decoder similar
to SKT.

e MiIKe [15] leverages a mixed-initiative knowledge selec-
tion method to improve performance by distinguishing
between system-initiative and user-initiative knowledge
selection. Furthermore, an initiative-aware self-supervised
learning scheme is devised in MIKe to learn to discriminate
the initiative type. It also has an encoder and decoder
similar to SKT.

e KAT-TSLF [35] is a variant of the transformer with a
decoupled decoder. It utilizes a three-stage learning frame-
work based on weakly supervised learning that lever-
ages large-scale ungrounded dialogues and an unstructured
knowledge base for response generation and knowledge
incorporation.

All models are implemented with the same method of data
processing on the two datasets and additionally utilize previ-
ously unused data when training and testing on the Wizard of
Wikipedia dataset.

C. Implementation Details

We use ParlAI [36] as the code framework to imple-
ment our models. To make the comparison fair, we imple-
ment three versions of TransIKG: TransIKGy e, TransIKGy.,-¢
and TransIKGy,;. TransIKGy,s. is described in Section III,
TransIKGy,.,+ uses BERT as the context encoder and the knowl-
edge encoder that share parameters, and TransIKGy,; is pre-
trained on Reddit Conversation Corpus and Wikipedia dumps
provided by [35].

For models without BERT, the word embedding size and
hidden size are both set to 256. The text is represented by
byte-pair encoding [37], and the embedding matrix is initialized
with FastText [38]. Transformer-based models have 5 encoder
layers and 5 decoder layers, with an FFN size of 512 and 4
attention heads. Models with BERT also have 5 decoder layers
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with an FEN size of 1024 and 4 attention heads. We optimize
using Adam [39] and the inverse square root learning schedule
with 5 k warmup updates. The initial learning rates are 0.0005
and 0.0001 for TransIKGp,se and TransIKGy.,, respectively.
Gradient clipping is applied with a maximum gradient norm of
0.1, and dropout is set to 0.2. Label smoothing with a value of
0.1 is employed for response generation. We generate a beam
search, setting the beam size to 2, and use 3-gram blocking. We
turn the hyperparameters by Neural Network Intelligence [40].
It is worth noting that on the Holl-E dataset, the optimal model
is selected directly based on performance on the test set since
the validation set is not provided and used by [14].

D. Evaluation Metrics

1) Automatic Metrics: Following [7] and [15], metrics
include unigram F1, BLEU-4, ROUGE-1, ROUGE-2 and
ROUGE-L, which automatically measure the fluency, coher-
ence, and relevance for response generation, and Recall@1
(R@1) for knowledge selection accuracy. Among the metrics,
BLEU focuses on the precision rate, ROUGE focuses on the
recall rate, and F1 is a combination of both rates. Because
our approach incorporates knowledge via soft fusion rather
than explicitly selecting knowledge, we use the knowledge that
receives the most attention as selected knowledge to calculate
Recall@1. We compute all scores by parlai.core.metrics.

2) Human Evaluation: We use the pairwise comparative
evaluation ACUTE [41] to assess conversational quality between
TransIKG and MIKe on Wizard of Wikipedia. First, 100 human-
model conversations from each test set on Wizard of Wikipedia
are selected at random. Then, the collected conversations are
presented side by side, one between the human and TransIKG
and the other between the human and MIKe. The A-B order is
random with the masked model names. We ask three annotators
the engagingness questions from [42], which measure from
which model is more coherent, more knowledgeable, and more
humanlike. We measured the percentage of time that one model
was chosen over the other, taking the majority agreement among
the annotators.

V. RESULTS AND ANALYSIS
A. Quantitative Results

The automatic evaluation results on the Wizard of Wikipedia
are reported in Table I. Compared with Seq2Seq and the trans-
former, which do not access knowledge, models with knowledge
access are significantly improved by incorporating knowledge.
However, the different approaches of incorporating knowledge
also have a considerable impact on the results. TransIKGpg se
with a restricted number of parameters (26 M vs. 245 M) signif-
icantly exceeds the performance of MIKe on the Test Unseen set.
A smaller number of parameters means faster reasoning, which
can be more easily applied in practice. There is no significant
difference in performance between TransIKGy,,s. and MIKe on
the Test Unseen set. However, TransIKGy.,; using BERT as
an encoder outperforms MIKe in terms of all metrics on the
Test Unseen set. Furthermore, it also has fewer parameters than
MiIKe. The performances of both TransIKGy,,; and KAT on the
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TABLE I
QUANTITATIVE RESULTS ON THE WIZARD OF WIKIPEDIA DATASET.
Methods Test Seen (%) Test Unseen (%) Parameters
F1  BLEU-4 ROUGE-1 ROUGE-2 ROUGE-L R@1 F1  BLEU-4 ROUGE-1 ROUGE-2 ROUGE-L R@1
Seq2Seq 14.02 0.29 14.09 2.61 12.34 — 11.82 0.11 11.95 1.47 10.51 — 24 M
Transformer 13.88 0.37 15.19 2.53 13.24 — 11.93 0.09 11.99 1.25 11.02 — 14 M
TMemNet 16.52 0.87 16.19 4.00 14.44 21.01 13.04 0.18 13.34 1.89 11.65 11.87 16 M
BART 19.38 1.51 18.70 5.89 17.55 - 17.36 1.28 17.21 4.39 15.57 — 139 M
SKT 18.41 1.94 19.03 6.01 16.94 25.01 15.98 0.88 16.14 3.91 14.50 17.93 174 M
DukeNet 19.33 2.16 19.73 6.46 17.59 26.13 17.08 1.40 17.33 4.78 15.33 19.39 184 M
MIKe 19.69 2.39 20.43 6.97 18.26 28.43 17.11 1.49 17.65 4.94 15.73  21.22 245 M
KATT 20.46 2.08 21.74 6.72 19.01 — 18.82 1.67 19.75 5.56 17.06 — 198 M
TransIKGpqse 19.91 2.67 21.37 6.99 18.51 26.46  16.90 1.45 17.79 4.59 15.71 17.74 26 M
TransIKGpery 20.66 2.79 21.82 7.32 18.73 27.71 18.15 1.51 18.77 5.49 16.35  20.14 194 M
TransIKGpo, T 21.31%  3.19*  22.09 8.20* 19.52* 29.09 19.40*  2.01*  20.09 6.92* 18.22*  23.75 194 M

Methods Pretrained on an Additional Corpus are Marked by . Significant Improvements Over the Best Baseline are Marked by * (T-Test, p < 0.05)

Bold font indicates the best performance in a column.

TABLE II
QUANTITATIVE RESULTS ON THE HOLL-E DATASET

Single Reference (%)

Multi Reference (%)

Methods
F1 BLEU-4 ROUGE-1 ROUGE-2 ROUGE-L R@l1 F1 BLEU-4 ROUGE-1 ROUGE-2 ROUGE-L R@1
Seq2Seq 17.64 4.74 17.09 9.03 16.41 — 21.64 6.46 21.61 11.72 20.83 —
Transformer 18.28 4.88 17.46 9.11 16.84 — 22.42 6.34 21.97 11.37 21.25 —
TMemNet 24.07  13.65 25.32 16.24 23.89 24.20 30.61 19.86 25.32 16.24 23.89 33.61
BART 30.26 17.89 32.25 22.68 30.96 — 37.27  25.08 39.10 39.71 38.06 —
SKT 30.46 19.55 30.52 23.07 29.52 28.78 37.16  26.89 37.60 29.76 36.51 39.17
DukeNet 30.61 19.33 31.59 23.43 30.50 30.16  37.75  26.86 38.94 30.21 37.70 40.18
MIKe 32.11  21.10 32.76 25.05 31.69 32,55  38.37  28.09 39.30 31.17 38.12 41.31
TransIKGpqse 29.52 19.47 31.02 22.81 39.04 27.46  37.03  26.51 38.86 29.44 37.71 38.99
TransIKGpery 33.69  22.77 34.07 26.45 33.12 31.83 39.15 28.53 39.82 31.70 38.76 40.78
TransIKGq, T 34.83* 23.91* 35.14* 27.62* 34.15* 33.73 39.75%  28.99 40.40* 32.27 3931 42.42
Bold font indicates the best performance in a column.
TABLE III
ABLATION STUDY ON THE WIZARD OF WIKIPEDIA DATASET
Methods Test Seen (%) Test Unseen (%) Parameters
F1 ~ BLEU-4 ROUGE-1 ROUGE-2 ROUGE-L F1 BLEU-4 ROUGE-1 ROUGE-2 ROUGE-L
TransIKGp. ¢ 20.66 2.79 21.82 7.32 18.73 18.15 1.51 18.77 5.49 16.35 194,156,852
-BERT 19.91 2.67 21.37 6.99 18.51 16.90 1.45 17.79 4.59 15.71 25,565,457
-DPE 19.59 2.64 20.75 6.83 18.17 16.58 1.23 17.13 4.24 15.01 25,564,172
-DP 19.11 2.57 20.04 6.73 17.65 15.73 I.11 16.75 3.78 14.64 25,562,124
-DP, IG 18.81 2.05 19.90 6.31 17.33 15.55 0.99 16.68 3.71 14.05 23,595,537
-DP, CI 18.69 2.23 18.96 6.11 16.74 15.55 0.90 15.60 3.79 13.70 22,933,004
-DP, CI, OI 18.03 1.93 18.79 6.01 16.45 15.14 0.61 15.58 3.68 13.66 22,605,324
-DP, CI, OI, Copy 16.79 0.79 16.13 3.78 14.20 13.67 0.22 13.15 2.04 11.45 19,973,120

Bold font indicates the best performance in a column.

Test Unseen set significantly outperform the other models. This
is because pretraining can substantially improve the generaliza-
tion ability on out-of-domain knowledge [12].

Table II reports evaluation results on Holl-E. TransIKGpgse
has lower scores than MIKe. This is because responses in Holl-E
are explicitly copied or modified from gold knowledge, which
means that the importance of selecting knowledge is more sig-
nificant than incorporating knowledge on Holl-E. SKT, DukeNet

and MIKe focus more on knowledge selection than TransIKG,
and BERT can also enhance the performance of knowledge
selection through greater representational capabilities. Never-
theless, TransIKGy.,; still outperforms MIKe in terms of overall
results. TransIKGy,; pretrained on an additional corpus signif-
icantly outperforms MIKE. It is worth noting that although our
model is more focused on incorporating knowledge, its ability
to select knowledge is equally powerful.
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B: What do the initials UFC mean?
A: The Ultimate Fighting Championship.

B: What styles are in mixed martial arts?

Context

B: How old is Dana White? A man or woman?

age.

A: The UFC is mixed martial arts based in Las Vegas. I love it!

A: Tam not sure but I do know Dana White is the president of the UFC.

A: He is a man who has been president since 2001. I am not sure of his

B: OK. That's a long time. Do you know when the UFC was started?

The Ultimate Fighting Championship (UFC) is an
American mixed martial arts organization based in
Las Vegas, Nevada, that is owned and operated by
parent company WME-IMG. It is the largest MMA
promotion in the world and features the top-ranked
fighters of the sport. As of 2017, the UFC has held
over 400 events. Dana White serves as the president
of the UFC. He has held that position since 2001;
while under the leadership of Dana White the UFC
has grown into a globally popular multibillion-
dollar enterprise. The first event was held in 1993 at
the McNichols Sports Arena in Denver, Colorado.

Knowledge

Human

1 do not but I know it's the world largest MMA promotion.

SKT

It was started in Las Vegas, Nevada, and it was founded in Las Vegas, Nevada.

DukeNet

I' m not sure but i know that the ultimate fighting championship is owned by Las Vegas .

Response

MiKe

1" m not sure but i know they are owned by Las Vegas.

TransIKG

The first event was held in 1993 at the McNics Sports Arena in Denver,
and the UFC has held over 400 events as of 2017.

Fig. 5.

B. Qualitative Results.

Human evaluation results are shown in Fig. 4. The blue and
orange bars represent the percentage of scores corresponding to
each of the two models. We find that TransIKGy,,; achieves a
large improvement over MIKe, which is statistically significant
for the evaluation questions (in Fig. 4, left). Our model scores
well on human evaluations that ask how coherent or knowledge-
able a dialogue sounds; however, it does not significantly surpass
MIKe in sounding more human. One possible reason is that our
model directs more attention to incorporating knowledge. Never-
theless, it still avoids making several mistakes that other genera-
tive models often make, such as repetition. The qualitative results
between TransIKGy,s. and MIKe are similar to the quantitative
results (in Fig. 4, right). TransIKGy,. is comparable to MIKe
overall, only stronger than MIKe in knowledge integration.

C. Ablation Study

To demonstrate the validity of our proposed individual
modules, we perform an ablation study on the Wizard of
Wikipedia. There are four factors: dialogue position embedding
and dialogue position attention (DP), correlation integration
(CI), overall integration (OI), and knowledge-aware pointer

Case Study from the Test Seen set on the Wizard of Wikipedia dataset.

TABLE IV
RESULTS OF THE TRANSFORMER MODEL WITH OR WITHOUT DIALOGUE
POSITION ON THE BASIC WIZARD OF WIKIPEDIA DATASET

Test Seen (%) Test Unseen (%)

Methods

F1 ROUGE-L F1 ROUGE-L
Transformer 13.88 13.24 11.93 11.02
Transformer + DP  14.98 14.04 13.65 11.80

Bold font indicates the best performance in a column.

network (Copy). When Ol is not used, the fully connected layer
is used instead. To analyze the effectiveness of the integration
gate (IG), we also perform ablation experiments by dropping
them. As shown in Table III, the performance declines gradually
as the number of components decreases, which means that each
key component of the TransIKG model plays a critical role.
The parameters increase slightly with the addition of each
component except for BERT, which indicates that TransIKG
has a good cost performance. Additionally, we employ DP
in the transformer without external knowledge to verify its
effectiveness on the basic multiturn dialogue. As shown in
Table IV, all metrics are greatly improved after using DP. In
particular, the performance decreases significantly without
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using DP on the Test Unseen set, implying that DP allows the
model to exhibit good generalization ability on out-of-domain
knowledge. The most prominent reason is that DP helps to better
model the dialogue content. According to [12], pretraining is
crucial to make the proposed model generalize well, whereas
we accomplish this more directly through DP.

D. Case Study

As shown in Fig. 5, we show the responses generated by
the baseline models and our proposed model TransIKGy, s and
visualize the knowledge sources of the responses with colors.
The knowledge highlighted in green is employed by TransIKG
to generate the response. This knowledge is different from gold
knowledge (highlighted with golden color) but provides a better
fit to the context. The knowledge chosen by SKT, Duke and
MIKe (highlighted with red color) is also different from the
gold knowledge, yet it does not fit the context at all. The possible
reason is that SKT, Duke, and MIKe do not explicitly distinguish
the positional information of the dialogue turns, causing them to
be confused by other unimportant turns of dialogue. SKT, Duke,
and MIKe have various deficiencies in incorporating knowledge,
which leads them to generate responses that conflict with the
knowledge sources, whereas TransIKG integrates knowledge
well. TransIKG can generate responses from two kinds of knowI-
edge, which is difficult for other baseline models. In this case, al-
though MIKe scores more than TransIKG on the automatic met-
rics, itis clear that TransIKG produces a higher-quality response.

VI. CONCLUSION

This paper presents a novel knowledge-grounded model,
TransIKG, which effectively exploits the pairwise mutual infor-
mation and the general information among context, knowledge,
and responses. Motivated by human perception in the real world,
we devise dialogue position attention to represent the attention
of different dialogue turns. Experimental results demonstrate
that our model can incorporate knowledge to create more high-
quality dialogues.
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